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ABSTRACT
A novel method of map matching using the Global Po
tioning System (GPS) has been developed for civilian u
which uses digital mapping data to infer the <100 mete
systematic position errors which result largely from “s
lective availability” (S/A) imposed by the U.S. military
A method of rapidly detecting inappropriate road centr
lines from the set of all possible road centre-lines tha
vehicle may be travelling on has been developed.  This
called the Road Reduction Filter.  The S/A error vector is
estimated in a formal least squares procedure as the v
cle is moving. This estimate can be thought of as a po
tion correction from a “virtual” differential GPS (DGPS
base station, thus providing an autonomous alternative
DGPS for in-car navigation and fleet management.  W
derive a formula for “Mapped Dilution of Precision”
(MDOP), defined as the theoretical ratio of position prec
sion using virtual DGPS corrections to that using perfe
DGPS corrections.  This is shown to be purely a functi
of route geometry, and is computed for examples of ba
road shapes. MDOP is favorable unless the route has 
than a few degrees curvature for several kilomete
MDOP can thus provides an objective estimate of po
tioning precision to a vehicle driver. Precision estimat
using MDOP are shown to agree well with “true” pos
ION GPS '99, 14-17 September 1999, Nashville, TN 1675
tioning errors determined using high precision (cm) GP
carrier phase techniques.

INTRODUCTION
The accurate location of a vehicle on a highway networ
model is fundamental to any in-car-navigation system
personal navigation assistant, fleet management syste
National Mayday System (Carstensen, 1998) and many
other applications that provide a current vehicle location
a digital map and perhaps directions or route guidanc
Great many of these systems use the Global Positioni
System (GPS) to initially determine the position of a ve
hicle.

The Global Positioning System has become the most e
tensively used positioning and navigation tool in the
world.  GPS provides civilian users with an instant (rea
time) absolute horizontal positional accuracy of approx
mately 100 meters.  Most of this error  is due to inten
tional dithering of the GPS timing signal by the US De
partment of Defense, an effect known as Selectiv
Availability (S/A).  This level of positional accuracy is
insufficient to ensure that a vehicle’s location will corre-
spond with the digitally mapped road on which the veh
cle is travelling.

A number of methods have been successfully develop
to significantly improve GPS accuracy, the most notabl
being differential GPS (DGPS).  Real-time DGPS ca
improve positional accuracy down to 1 to 5m.  Howeve
the use of real-time DGPS in a moving vehicle require
additional data in the form of pseudorange correction
(computed errors in the satellite range measurement
Continuous reception of terrestrial radio transmissions o
communications satellite broadcast is required to receiv
these corrections.

Often data can be combined from multiple sources inte
grating GPS with other navigational tools, such as attitud
sensors such as the gyrocompass, vehicle odometer, f
gate compass and other dead reckoning methods.  T
use of multiple data sources again helps to correct for t
error (noise) on the GPS position output.  Multiple senso
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data integration algorithms for vehicles are discussed b
Mattos (1993).  Dead reckoning produces the observe
track by adding together the position vectors receive
from the sensor processor (Collier, 1990).

The fact that vehicles are generally constrained to a fini
network of roads provides computer algorithms with
digital information that can be used to correlate the com
puted vehicle location with the road network.  This is
known as map-matching.  Many methods have been d
vised for map-matching (Scott, 1994) (Mallet et al.
1995).  Our research has developed and tested an alg
rithm that utilizes GPS for the initial vehicle position and
geometric information, computed from the digital road
network itself, as the only other source of data for map
matching.

MAP-MATCHING METHODOLOGIES
Map-matching techniques vary from those using simpl
point data, integrated with optical gyro and velocity sen
sors (Kim, 1996), to those using more complex mathe
matical techniques such as Kalman Filters (Tanaka et a
1990).

A semideterministic map-matching algorithm, describe
by French (1997), assumes that the vehicle is always on
predefined route or road network.  The algorithm dete
mines where the vehicle is along a route or within th
network by determining instantaneous direction of trave
and cumulative distance.  This is a dead reckoning sy
tem, driven by interrupts from differential odometer sen
sors installed on the left and right wheels.  The syste
uses the digital road map to check for correct left or righ
turns and to remove distance measurement.  Th
positional error is converted into along-track and cross
track errors, allocating the first to the distance sensor an
the second to the heading sensor errors (Mattos, 199
For example, if the sensors indicate a 90 degree left tu
and the digital mapping confirms this with the vehicle’s
current position, the distance count may be reset to ze
Dead reckoning and map-matching systems like this a
often linked with GPS receivers through software filtering
schemes such as Kalman filtering (Levy, 1997).

A mathematical framework for map-matching of vehicle
positions using GPS is given by Scott (1994).  The theo
retical performance of a map-aided estimation process 
assessed using error statistics to translate the raw po
tions onto the road network.  However, Scott acknowl
edges that a key component of the map-aided estimator
correct road identification.  All performance measures de
rived for the estimator are not applicable if the vehicle po
sition has been projected onto the wrong road.  This 
true for performance measures of any map-matching alg
rithm.
1676
Systems that use only geometric information must utiliz
the “shape” of line segments (road center-lines) that de
fine the road network (Bernstein et al., 1998).  A logica
first step is to determine which road center-lines are ca
didates for the vehicle’s true location.  All road center
lines that cross the region of possible true position mu
be located, for example there are eight potential cente
lines, highlighted in red, within the 80m region displayed
in figure 1.  This region will vary from a 100m radius cir-
cle around the computed raw/uncorrected GPS point p
sition to a small error ellipse centered on the corrected p
sition, with perhaps a semi-major and semi-minor axi

True
position

Estimated
position

Figure 1.  Potential road centre-lines

of 5m and 3m respectively.  The shortest Euclidean dis
tance from the GPS position to each of these road se
ments is computed and ordered by distance.  The meth
used here must first calculate A, B and C for the implicit
and normalized equation of a line through two points tha
define the road center-line (line segment):

Ax + By + C = 0 (1)

Let the line be described as going from point k to l.  If co-
ordinates lE, lN are grid Easting and Northing for point l,
and kE, kN are Easting and Northing for point k, then:

A = kN – lN
B = lE – kE (2)
C = kE lN  − lE kN

If A and B are both zero then it is a bad line definition,
otherwise
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Then calculate the shortest distance D from the GPS po-
sition p to line Ax + By + C = 0

 C BpAp D NE ++= (4)

If D is equal to zero, then p is on the line.  Also, if D is
positive p is to the right of the line, or if D is negative p is
to the left of the line joining k to l.  This information may
be of use to map-matching algorithms, and will be use
later in this section.

It is not simply a matter of finding the line segment near
est to position p.  This will often give an incorrect result.
For example, in figure 1 the vehicle is on the highlighted
road segment in the SW corner of the image, with th
words road center-line next to it.  Given a single GPS
point position for the vehicle, it is not possible to deter
mine which is the correct road segment, if there is mor
than one road segment in the neighborhood of the pos
ble true position.

A better way to proceed is to match arcs defined by a s
ries of GPS point positions {p1, p2, p3 …..,pn} with an arc
defined by a set of points that define a partial road cente
line {c1, c2, c3 …..,cn}.  One method used for matching
two curves (arcs) is to use the distance between them.

If P and C are two such arcs the distance between the
may be defined by the shortest distance between any p
of points taken from each arc, i.e.,

cpCcPp −= ∈∈ ,
min

minC-P (5)

Bernstein et al. (1998) describes a curve (arc) matchin
algorithm, which uses a measure of the average distan
between two arcs.  This algorithm is implemented fo
map-matching in  Princeton University’s PULSAR Proj-
ect.  Arcs must be parameterized by using a function suc
as p : [0,1] → P, then

dttctpCP ∫ −=−
1

0
)()( (6)

The problem with this algorithm is that it will only relia-
bly detect the best match for arcs of the same lengt
which limits its ability to identify the correct arc in certain
circumstances, e.g. slow moving vehicles.

Moments and moment invariants may potentially be use
to match arcs.  These properties of shapes are used
digital pattern recognition since they are independent o
general linear transformations. Singer (1993) describes
method of moment expansion for linear objects (arcs
167
r

n

which may be used for arc comparisons.  The momen
associated with a line segment li  can be written as

dl
li

syrxsr ∫=),(µ (7)

Appropriate moments of two matching arcs would differ
only by some small pre-determined tolerance.

Other methods are also used to reduce the number of p
tential road segments for the correct vehicle position.  Th
topology of the road network may also be used.  If the
length of the connected route through a network from th
present position on one particular road segment to th
next position on another potential road segment is outsid
the possible range of distance traveled so far, that pote
tial road segment is rejected.  Carstensen (1998) ha
looked at the effects of filtering autonomous GPS point
by number of satellites tracked, Dilution of Position
(DOP) values or satellite geometry, and velocity and ac
celeration of the vehicle between positions.  Filtering o
potential road segments may be achieved using some 
these measures and other criteria such as distance trave
and change of heading between vehicle positions.

RESEARCH METHODOLOGY
The method of map matching developed in this project i
dependent on two main innovative techniques.
1. The computation algorithm of a least-squares estima

tion of the position provides complete control over
which satellites will be used in the solution.  This
avoids step functions in the GPS positions as a resu
of the loss and gain of satellites.  It enables the use o
height aiding in the solution, i.e. one less unknown to
solve, thus one less satellite required for the computa
tion.  Furthermore, it also enables the calculation an
use of pseudorange corrections derived from the dig
tal road network data (virtual DGPS).

2. A method of modeling Selective Availability (S/A) is
introduced.  Although in the long term S/A introduced
error will reduce to approximately a Gaussian distri-
bution (random error), in the short term (30sec) the ef
fect of S/A can be viewed as a slowly varying bias
(Scott, 1994).  S/A will move the point position of a
stationary receiver by approximately 10m to 30m pe
minute.

ROAD REDUCTION FILTER (RRF) MAP
MATCHING ALGORITHM
1. At the very first epoch a Raw vehicle position is com-

puted using all satellites available plus height aiding
(height obtained from a Digital Terrain Model (DTM)
and used to provide an extra equation in the leas
squares approximation computation, i.e. computation
with a minimum of three satellites.  For this first epoch
all roads (road center-line segments), which are within
7
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100m of the computed Raw position are selected.  The
point on each of the n road segments that computes th
shortest distance to the Raw position, using equations
(1) to (4), is selected as the first approximation of t
true location of the vehicle, its Ref position.  We can
guarantee with 99% confidence that the vehicle is 
one of these road segments.  That is, we have n Ref
positions that we can use to generate virtual DG
corrections for use with the next epoch computed Raw
position.

2. Virtual DGPS corrections for each satellite pse
dorange are computed at each of the n Ref positions
on each road segment for the current epoch. We h
n different sets of virtual DGPS corrections.

3. The next epoch Raw position is computed.
4. Each of the virtual DGPS corrections (step 2) a

added to the Raw position (step 3) to give n Cor posi-
tions on the n road segments.

5. Each of these n Cor positions is now snapped bac
onto the appropriate road-center lines to give n Ref
positions.  Go to step 2.

Instead of step 1, or at any time during the observatio
the position of the vehicle may be provided by user int
vention.  This would result in only one road center-lin
for computation. That is until a road junction is encou
tered, when again as in step 1, a number of road cen
lines would have to be considered.

This process from steps 2 to 5 is repeated for each 
epoch.  At each epoch for each of the n road segments
following data is computed and stored:

Raw distance - previous Raw to current Raw position.
Cor distance - previous Cor to current Cor position.
Ref distance - previous Ref to current Ref position.
Raw bearing - previous Raw to current Raw position.
Cor bearing - previous Cor to current Cor position.
Ref bearing - previous Ref to current Ref position.
S/A error - Estimation of Selective Availability

error, (described later)

This data is held for the last 30 epochs for each road c
ter line processed.

DETERMINING THE CORRECT ROAD CENTER-
LINE
The task of the RRF is to determine the correct road c
ter-line segment from the set of those possible, or c
versely, which road center-lines to reject.
ct
,
,
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Figure 2.  Raw GPS positions and road centre lines

The trajectory defined by Raw GPS positions computed
from observations taken by a receiver in a moving vehicle
is correlated with the shape of the digitized road cente
line on which the vehicle is travelling.  This correlation is
high if the vehicle is traveling at high speed, and low if
the vehicle is traveling at low speed, because at hig
speed, the S/A bias changes less per unit distance tra
eled.

By calculating values for distance traveled, bearing, ve
locity and acceleration between epochs for Raw positions
and comparing these values with equivalent Ref positions
it is possible to filter out many road potential center-lines
There is a very high correlation if we compare bearing
and distance between successive Raw positions and the
bearing and distance between successive Ref positions on
the correct road center-line, if the vehicle is moving.  We
can calculate the following errors for each epoch:

Distance error = difference between
Raw distance and Ref distance
Bearing error = difference between
Raw bearing and Ref bearing

Figures 3 and 4 compare errors for eight different serie
of Ref positions, i.e., eight different road center-lines,
over a period of 30 epochs (1 second interval).  If a pre
defined tolerance value is set, perhaps 5m, it can be se
in figure 3 that series 2, 6, 7 and 8 can quickly be filtered
out at almost any epoch.  Series 3 and 4 are not as easy
identify for filtering out.  Series 1 is even more difficult to
remove.  Series 5 is the set of Ref positions on the corre
road center, this has a maximum error of 5m at epoch 10
where the vehicle is driven straight on at a roundabout
see figure 1.  Series 3, 4, 1 and 5 are in fact positions from
the four parallel road center-lines displayed in red in fig-
ure 1.  The Raw, Cor and Ref positions for this correct
road center-line are shown in figure 5.
8
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Figure 5.  Correct road center-line only

LEAST SQUARES ESTIMATION OF SELECTIVE
AVAILABILITY (S/A)
One problem with the approach presented above is th
Selective Availability (S/A) has errors of up to 100m, so
while it may be possible at a particular point in time to
correctly identify the correct road, the position along th
road may be in error by up to 100m.  This “along trac
error” cannot be resolved for a straight road, but it can b
resolved if the road changes direction, or if the vehicl
turns a corner.  We now present a more formal method 
computing the virtual DGPS correction, which is then in
167
t

tegrated with the Road Reduction Filter (RRF).  The ad
vantage of formal methods is that quality measures can 
derived and used to place confidence bounds for rigorou
decision making (for example, to reject road center-line
that fail a particular hypothesis test). Formal methods als
provide insight into the relative importance of factors
which can improve the procedure (e.g., data rates an
road geometry).

Int

e

Road centre-line

L
Raw

CorRef

b

Figure 6.  Error vector for Selective Availability (S/A)

Figure 6 displays a GPS position at a single epoch.  W
can consider the vector b to be the error vector (S/A ve
tor) from the true vehicle position on the road center-line
at grid position Tru (ETru, NTru) to the uncorrected position
computed from GPS at Raw(ERaw, NRaw).  The perpen-
dicular distance from the Raw position to the road center-
line at Int (EInt, NInt) is given as L.  The road centre line for
this purpose is defined by extending the line segmen
which joins previous Ref to current Ref.  The first ap-
proximation of the Tru position is the Ref position, which
(as explained in step 5 above) was obtained by snappi
the Cor position (the Raw position corrected using virtual
DGPS corrections) onto the closest point on the roa
center-line.  Furthermore, the observed perpendicula
distance from Raw position to the road center line at Int
is given by L where:

 
2

IntRaw 
2

IntRaw )()( NNEEL −−±= + (8)

The positive root of L is taken if the raw point lies to the
right of the center-line, and the negative root if it lies to
the left. As L has a sign, it may be better described as 
“cross track coordinate” rather than a distance.

Here, L is introduced as a “measurement” which can b
modeled geometrically.  The model that best fits a serie
of these measurements provides an estimate of the S
9
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vector, b.  Consider the unit vector ê which points normal
to the road center line (and to the right of the road) at t
Ref position: The cross track coordinate L in equation (8)
may also be modeled (computed) the dot product of t
two vectors b and ê

b = bEE + bNN (9)
ê = rNE − rEN

where E and N are unit vectors pointing in the East and
North directions, and rE and rN are the direction cosines of
a road segment at the Ref position are computed using the
RRF algorithm for A and B in equations 2 and 3.   For
analytical purposes later (equation (23) (24) and (25)),
is convenient to write them in term of φ,  the bearing
(clockwise azimuth from North) of the road segment.

φ
φ

cos
sin

=
=

N

E
r
r (10)

Therefore we have the following observation equatio
where the left side is measured, and the right side is mo
eled, and includes an unknown term v which absorbs ran-
dom position errors (excluding S/A):

L = b.ê + v (11)
= bErN  − bNrE + v

We get such an equation each time we have a GPS r
estimated of position. If we consider n successive GP
raw estimates over a time period where the S/A vector
can be assumed to be approximately constant, we have

nEnNNnEn

ENNE

ENNE

ENNE

vrbrbL

vrbrbL

vrbrbL

vrbrbL

+−=

+−=
+−=
+−=

é

3333

2222

1111

(12)

In practice, b varies at a level comparable to a road widt
over 30 seconds, hence for GPS raw estimates every s
ond, n can have a value of 30. This can be written in m
trix form:

















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−

−
−
−
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




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









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N

E
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n v
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.

v

v

v

b

b
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rr
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L

.
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L

L

3

2

1
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22
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3

2

1

éé

(13)
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which can be written compactly as,

L = Ax + v (14)

We now apply the principles of least squares analys
(Blewitt, 1997), which minimizes the sum of squares o
estimated residuals, giving the following solution for (bE,
bN):

 x̂  = ( ) LAAA T1T −
(15)

The estimated residuals (misfit of model to the data) a
given by:

v̂  = L −−−− A x̂ (16)

which can then be checked to assess model fidelity.

Least squares assume that the errors vi are random with
zero mean expected value (i.e., some will be positiv
some negative).  This is a reasonable model for GP
pseudorange measurement error, but is not a good mo
for persistent systematic effects such as atmospheric de
and errors in satellite positions computed from the Nav
gation Message.  However, such systematic effects will 
absorbed by the S/A vector estimate.  Note that such p
sistent effects are not only common mode to a single r
ceiver’s measurements over a short time period, b
would also be in common to all GPS stations in the loc
area.  Clearly, the estimated S/A vector x̂  is equivalent to
a “position correction” which could be provided by a lo
cal DGPS base station.  We therefore call our techniq
“Virtual DGPS”, because it does not require data from
another GPS base station, and yet it provides the sa
type of information.   For purposes of this paper, we wi
retain the term “S/A vector” to emphasize that S/A is th
dominant effect, and it does motivate such technique d
velopment.

Note that the GPS data and the digital map data have b
incorporated into this formal scheme through the “mea
urement” of L.  An advantage of taking such a formal ap
proach to map matching can therefore be seen as 
quantification of expected errors, which can in turn b
used to narrow down the search for possible positions. F
example, alternative hypotheses where a vehicle m
have taken one of three roads at a junction can be 
sessed in terms of the level of estimated residuals, 
compared to the level of expected errors.

The modeled error in the determination of the S/A vecto
can be found from the covariance matrix, which can the
be used to plot a confidence ellipse within which the tru
80
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value of S/A bias can be expected to lie.  The covarian
matrix is computed as:

C = σ2 ( ) 1T AA
−

(17)

The constant σ2 represents the variance in raw GPS pos
tions, excluding the effects of S/A and common mode e
rors.  In other words, σ should equal the standard devia
tion in raw GPS positions if perfect DGPS correction
were used to remove the effects of S/A and other no
random common mode errors.  Its value tends to 
dominated by multipathing around the vehicle, and vari
with the geometry of the satellite positions, an effe
known as “horizontal dilution of precision” (HDOP).
Typical values are at the meter level.  One possibility is 
use the estimated residuals themselves to estimate 
level of σ.   However, this would be inadvisable becaus
we intended to use C to test the significance of high lev
of residuals, which would have created a circular arg
ment.

QUANTIFYING ROAD GEOMETRY: “MAPPING
DILUTION OF PRECISION (MDOP)”
The equation (17) given above for the computation of t
covariance matrix leads to an elegant method of quan
fying road geometry as to its suitability for estimating se
lective availability on-the-fly.

First note that the least squares method assumes that

“cofactor matrix” ( ) 1T AA
−

 exists.  It is necessary but

not sufficient requirement that 2 n ≥ .  If the two Ref po-
sitions are collinear (the road is perfectly straight) then
third position is required that is not collinear.  In the wor
here n = 30. We now explore how the cofactor matrix c
be interpreted, and how it is related to the shape of 
road.

The diagonal elements of the cofactor matrix can each
interpreted from equation (17) as the ratio of the err
squared in estimated S/A vector component to the e
pected error squared of a single GPS position in the c
that an ideal DGPS position correction were used.  
obtain a single number that relates to standard deviat
of position instead of variances and covariances, we f
low the example of classic GPS theory by which th
square root of the trace of the cofactor matrix is taken a
“Dilution of Precision” (DOP) value.  We therefore define
“Correction Dilution of Precision” (CDOP) as:

( ) 1
 CDOP

−= AATr T (18)

From the definition of matrix A in equation (13), we ca
write CDOP in terms of the direction cosines at each 
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the sampled points on the road.  Starting with the cofac
matrix:
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Therefore equations (19) into (18) gives
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From equations (10), the numerator is simply n, so 
whole formula can be reduced to:

( ) 2
1

2222
1

CDOP
−− −= NiEiNiEi rrrrn (21)

where the overbars denote averaging over the sectio
road (for which S/A is assumed to be approximately co
stant).  CDOP therefore depends on road geometry, 
will be inversely proportional to the number of GP
measurements n taken over a fixed time interval.  With
enough measurements and with sufficient change in r
direction, it is possible to reduce CDOP to <1, in whi
case S/A is no longer a limiting error source.

Note that GPS data recording should be sufficient to sa
ple any detail in road shape that is present in the dig
map.  It is therefore preferable to record GPS data a
high rate, e.g., 1 per second.  Going at higher rates t
this will not help particularly, because of time correlate
errors in multipathing, and because at this rate, the roa
approximately straight between points.  Where there
detailed road shape the rate of sampling will increa
naturally due to necessary a reductions in vehicle vel
ity.
1
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A related quality measure is “Mapping Dilution of Prec
sion,” (MDOP) which we define as the ratio of positio
precision using virtual DGPS corrections to that usi
perfect DGPS corrections.  In this case, we assume th
n is much greater than 1, then the virtual DGPS correc
(i.e., the S/A vector) is uncorrelated with the error in a
single data point.  Therefore the corrected position w
have a variance equal to the variance in the perfect c
plus the variance in the correction.  As this is to be 
vided by the variance in the perfect case, the result is:

( ) 1
1

CDOP1MDOP
−+=

+=

AATr T
(22)

This measure is particularly useful because:

• it is easily interpreted as a “level of degradation” 
precision as a result of not using a perfect DGPS b
station.

• it can be tested for validity under controlled cond
tions.

As we shall describe, testing was carried out using an
tra precise GPS method (e.g., carrier phase positioning
determine the true level of corrected position errors, a
then compare this with the errors obtained by applyin
near-perfect DGPS correction.  The point is that equa
(22) can be computed easily in real time (even ahead
time!) by simply knowing the road shape.

Note that MDOP is always greater than 1 because c
parison is made with perfect DGPS.  It is worth keep
in mind that no DGPS system is perfect; hence MDOP
1 does not necessarily mean that real DGPS will g
better results than virtual DGPS.

MDOP FOR BASIC ROAD SHAPES
From equations (10), (21) and (22), we can write MDO
analytically in terms of the direction cosines of the vec
normal to the road.

( ) 2
1

2222
1

cossincossin1MDOP
−− −+= φφφφn

(23)

This equation can be rearranged into the following form

( ) 2
1

22
2

1
2sin2cos121MDOP

−− −−+= φφn (24)

The first thing to note about MDOP is that it takes on t
following maximum (worst case) and minimum (opt
mum) values:

02sin2cos;21MDOP

constant  ;MDOP

2
1

min

max

==+=

=∞=
− φφ

φ

n
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The maximum condition is satisfied for a straight road
As we shall see, the minimum condition is satisfied fo
the simple case of a right-angled bend.  Keeping in min
the definition of MDOP, we see that S/A ceases to be
dominant error source when MDOP ≤ 2, which the above
equation satisfies when using 4 GPS measureme
around a right-angled bend.   As more measurements 
introduced, MDOP approaches 1, which implies that po
sitioning is as good as using a perfect DGPS system.

Equation (24) can be easily computed for any road using
graphical interpretation of the term we call the “path clo
sure ratio”:

22
sincos)( ϑϑϑ +=S (26)

End – Start distance, D
Start

End

Total path length, P

Figure 7.  Path constructed of unit vectors.

Consider a path constructed using segments i each of

equal length and with bearingiϑ  (figure 7). The path clo-

sure ratio S can be shown to be equal to the square of th
ratio of straight-line distance between the starting and e
points D to the total path length P:

( )2)( DPS i =ϑ (27)

Obviously, S ranges from 0 to 1.  We can therefore ta
our digital map of the road, and transform it to a pat
where all of the path segments have double the bearing
the real road, and where each road segment between G
points are mapped into segments of equal length. We c
then compute MDOP as follows:

( )
( )( )2

2
1

2
1

121

)2(121MDOP

DPn

Sn

−+=

−+= −− φ
(28)

Note that a path of fixed length P is therefore equivalent
to a road section covered in a fixed amount of time (b
cause GPS data are recorded at equal intervals).  So fo
2
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fixed amount of time, the path which ends closest to th
starting point produce a smaller value of S, and a smaller
(more favorable) value of MDOP.

This graphical method is so powerful, that results can b
visualized without any computation (Figure 8).  For ex
ample, sharp right-angled bend in a road will map onto
path which doubles back on itself, reducing S to zero, and
hence producing the minimum value of MDOP.  A road
which gently sweeps though 90 degrees will map onto
path which heads back in the opposite direction, but 
displaced by some distance, and therefore will produc
good, but not optimum results.  A road, which moves in 
semi-circle (e.g., around a large roundabout), will ma
into a path, which is a complete circle, and hence w
produce optimum results.

Table 1 summarizes the results for the computation of t
path closure ratio S(2φ) for various road shapes which can
then be inserted into equation (28) to find the appropria
MDOP value.  Also given is the value of n, which would
be required to bring the MDOP value < 2.   We call thi
168
Road Shape (φ) Path Shape (2φ)

Sharp 90º bend

Gentle 90º curve

Semi-circle (roundabout)

D

D

D

Figure 8.  Basic road shapes can be transformed into path
shapes with twice the curvature, which can then be inter-
preted in terms of favorable geometry (MDOP).

number the “resolution time” T, since it tells us how many
data intervals are required to bring S/A to a level below
that expected from random position errors.  Under the as
sumption that we use 1 second GPS data, T is in seconds.
Road Shape

Description

Path Closure Ratio

S(2φ)

Mapping Dilution of

Precision, MDOP

Resolution Time

T (sec)

Instant bend, angle α α2cos nαsin21+ α2sin4

Instant bend, 90º 0 n21+ 4

Instant bend, 45º 0.5 n8.21+ 8

Instant bend, 20º 0.88 n8.51+ 34

Instant bend, 10º 0.97 n5.111+ 133

Smoothest curve, α 22sin αα ( )n22sin121 αα−+ ( )22sin14 αα−

Smoothest curve, 90º 41.04 2 =π n6.21+ 7

Smoothest curve, 45º 81.08 2 =π n6.41+ 22

Smoothest curve, 20º 0.96 n0.101+ 100

Smoothest curve, 10º 0.99 n9.191+ 396

Table 1.  Quality Measures Associated with Various Road Geometries for VDGPS
3
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CONCLUSIONS
From Table 1 we can see that S/A can be resolved 
within the expected random error of perfect DGPS for a
except the slightest of change in road geometry.  Prob
lems begin to arise with roads which curve by only 20 de
grees within the time frame that S/A is assumed to b
constant (~30 sec for road navigation), although even 1
degrees are sufficient provided the bend is effectively in
stantaneous.  We therefore conclude that only if roads a
straighter than 10-20 degrees during a 30 second drivin
period (i.e., 0.4-1 km in typical driving conditions) will
Virtual DGPS be significantly worse than DGPS.  How-
ever, the full precision of DGPS is certainly not required
for finding the correct road center-line, so these numbe
are in any case extremely conservative for that purpos
In summary, we expect on firm theoretical grounds tha
RRF and Virtual DGPS techniques combined to be a
good as DGPS for correct road center-line identification
in almost any possible circumstance.  This has the distin
advantage of being a completely self contained system
requiring no radio communication for differential correc-
tions and continuous data provision.  Furthermore, be
cause the computation of the estimated GPS receiver p
sition is part of the RRF and a digital terrain mode
derived height aiding is used in the solution, only three
satellites are necessary for a solution.

Envisaged further work will include extensive field test-
ing of the combined Virtual DGPS and RRF approach to
vehicle tracking.  Moreover, an investigation of other
techniques to reduce the number of satellites required f
a solution will be made.  Bullock et al. (1996), examined
two satellite tracking for urban canyons and map match
ing requires only a two dimensional position.  Further-
more, an attempt to implement hierarchical spatial rea
soning techniques (Car, 1997) will be made to improve
the efficiency of the RRF algorithm.
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