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1. INTRODUCTION 

In the recent years, support vector machines (SVMs) are widely and successfully used in several remote sensing 

studies. In many studies, they performed more accurately than other classifiers or performed at least equally well 

[1]-[6]. However, the performances of SVMs are based on choosing the proper kernel functions or proper 

parameters of a kernel function [6]-[9]. In generally, the k-fold cross-validation (CV) is used for choosing the 

parameter [6]-[7]. Nevertheless, it is time consuming. In this paper, we will propose an automatic method for 

selecting the parameter of the RBF kernel function. In the experimental results, it costs very little time than k-fold

cross-validation for selecting the parameter by our proposed method. Moreover, the corresponding SVMs can 

obtain more accurate or at least equal performance than SVMs by applying k-fold cross-validation to determine 

the parameter. 

2. METHODOLOGY 
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where  and dRzx,  is the parameter of the RBF kernel function. For different parameters, the 

corresponding nonlinear feature mappings and kernel induced feature spaces are different. There are two 

important properties of RBF kernel function: (1) , i.e., the norm of every sample in the 

feature space is 1 and (2) , i.e., the cosine value of two samples 

dRxxxk ,1),,(
dRzxzx ,,1),,(0 zx,  in the 

feature space can be computed by ),,( zx  and it determines the similarity between these two samples. 



Based on the above two observations and the concepts (1) the samples in the same class should be mapped 

into the same area in the feature space and (2) the samples in the different classes should be mapped into the 

different areas. We want to find a proper parameter  such that  
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In this paper, two criterions are proposed for measuring these properties. First one is the mean of values applied 

by the RBF kernel function on the samples in the same class: 
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The  should be determined such that )(w  closes to 1. Second one is the mean of values applied by the RBF 

kernel function on the samples in the different classes: 

L

i

L

ij
j

N N

k

j
k

i
L

i

L

ij
j

ji

i j

xx
NN

b
1 1 1 1

)()(

1 1

),,(1)( .

The  should be determined also such that )(b  closes to 0. It is easy to find that 1)(0 w  and 

1)(0 b . Hence, the optimal  can be obtained by solving the following optimization problem: 
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Figure 1 shows the “ )(J  vs. ” on the Indian Pine Site dataset. There are 9 classes and 20 training 

samples in every class. The horizontal axis is the value of the parameter . The vertical axis is the 

corresponding )(J . Figure 1 shows the minimum locates in the range [3500,4000]. Figure 2 shows the 

accuracies and kappa accuracies of testing samples and all samples in the Indian Pine Site Image at different 

by applying SVMs with a fixed . The near optimal performances occur in the rage [3500,4500]. C

These two figures show that the proposed method obtains a proper parameter which the overall classification 

accuracy and kappa accuracy are near the best. In the next section, applying the proposed method can save a lot of 

time on choosing the parameter. 

3. SOME EXPERIMENTAL RESULTS 

In this study, the Indian Pine Site dataset is applied to demonstrate the effect of the proposed method (OP). Some 

results are shown in Table 1. There are three cases, dNNi 20 , NdNi 40 , and 

 for investigating the influences of training sample sizes. NNd i 300
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Fig. 1. )(J  vs. . The optimizer locates in the range [3500,4000]. 
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Fig. 1. There are accuracies and kappa accuracies of testing samples and all samples in the Indian Pine Site 

Image at different  by applying SVMs with a fixed . The near optimal performances occur in the rage 

[3500,4500]. 
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The performances of SVMs with two parameter selection methods, CV and OP, are compared in this 

experiment. In the CV method, the 5-fold cross-validation method is used for selecting parameter of the RBF 

kernel function where the best  and  are chosen from the sets  and ,

respectively. In the proposed method, only one parameter  should be determined by 5-fold cross-validation 

method. From the experimental results, one can find that the cost of time for proposed method is less 9 times than 

the 5-fold cross-validation. Moreover, the classification results show that the SVMs with RBF kernel function 

using OP to find the parameter can obtain more accurate in the small sample size. 
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Table 1. Overall and Kappa Accuracies in Indian Pine Dataset 

iN method CPU Time (sec) C Overall Accuracy Overall Kappa 
Accuracy 

CV 197.50 8192 512 0.749 0.712 
20

OP 21.22 3622.80 1024 0.768 0.733 

CV 531.25 8192 256 0.811 0.781 
40

OP 58.78 3615.36 128 0.831 0.804 

CV 22859.95 4096 256 0.928 0.915 
300

OP 2416.61 3795.66 256 0.928 0.916 
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