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1. INTRODUCTION 

In the kernel methods, it is very important to choose a proper kernel function to avoid overlapping data. 

Many data-dependent kernel functions have been developed, and a unified kernel optimization 

framework proposed by [1] is suitable for classifying low-dimensional data. In this paper, we have two 

objectives. One objective is to apply the above framework on the hyperspectral image, and the other is 

to use a Fisher criterion with nonparametric weighted feature extraction (NWFE) [2] to reformulate in 

the pairwise manner [3] as the objective functions under the kernel optimization framework.

2. METHODOLOGY 

2.1. Data-dependent kernel 

Given a training set d
n Rxxx },,,{ 21 . Data-dependent kernel function [5] is defined as
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where dRyx, , ),(0 zxk  is called basic kernel, and )(q is a factor function defined as 
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i  is the empirical cores, and i  is the combination coefficients. 

K and 0K are the kernel matrices corresponding to the kernel function )( yxk ,  and )( yxk ,0 , respectively. The 

kernel matrix from the data-dependent kernel function can be represented as 

QQKK 0 , where 
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We denote the vectors T)](,),(),([ nxqxqxq 21  and T
10 ],,,[ m  by q  and , respectively. 

2.2 Kernel optimization algorithm 

This optimization task is based on the following Fisher criterion,  
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where

ααα 101 KKLKS )*.())(( )(wTTwtr  and ααα 101 KKLKS )*.())(( )(bTTbtr ,

where )()()( www ADL and )()()( bbb ADL , andD is a diagonal matrix with 
j

i,ji,i AD . α is a vector of 

the combination coefficients under constraint 1α . BA *.  represents the entry-by-entry product of two 

matrices A and B . )(wA and )(bA are the affinity matrices corresponding to within-class-scatter matrix and 

between-class-scatter matrix, respectively.  
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where iy is the class of the i-th sample. 

We employ the standard gradient method to iterate and update the combination coefficients  with an 

appropriate stepsize 
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where )1(0)( T
t

t , 0 is the initial stepsize rate, T is a pre-specified total number of iterations, and t stands

for the current number of iterations. 

2.3 Optimizing Kernel-based NWFE 

The between-class scatter matrix KNW
bS  and the within-class scatter matrix KNW

wS  of KNWFE in the 

feature space H are 
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where the scatter matrix weight ),( ji  is defined by 
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)())(( )(),()(  denotes the weighted mean with respect to )( )(ix  in class j  and
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The optimizer can be obtained by the gradient method described in the section 2.2. 



3. SOME EXPERIMENTAL RESULTS 

For investigating the influences of small training sample sizes to the dimension, three distinct cases, Nu=20 (case 

1), Nu=40 (case 2) and Nu=300 (case 3), are discussed, and for investigating the influences of different kernel 

functions to the effect of classification, we apply these kernel functions to support vector machine. Three common 

hyperspectral image sources are used in this paper, and they are Indian Pine Site, Washington DC Mall and 

Kennedy Space Center. The experimental results display the superiority of the optimizing kernel function over the 

RBF kernel function with 5-fold cross-validation method, especially, in the Indian Pine Site Image. 
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