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1. INTRODUCTION 
 
Satellite images are more and more numerous and with increasing resolution. Hence it is urgent to develop tools 
able to (semi-) automatically process such images in order to efficiently exploit them. When searching satellite 
images by visual content, in most of the cases the query image resides in the mind of the user as a set of subjective 
visual patterns, psychological impressions or “mental pictures”. In this paper, we enrich the visual description by 
introducing to the user “the page zero” which is multiple visual patches summarizing the image database. Since 
there is no perfect description of visual content of images, most methods try to find a good compromise in 
balancing the image description between low and height level features. However, there exists an evident semantic 
gap between the demanding of user and the representation of low-level features [6]. Text-based methods are very 
powerful in matching context but do not have access to image content. The basic idea of our work is to combine 
high level and low level features to find a class of ‘similar’ images with similar keywords and with similar 
descriptors. In this paper, a novel content-based image retrieval framework is introduced. We propose three 
retrieval strategies by typing a keyword, selecting a visual thesaurus or by using the multi-modal description.  We 
can prove that the multi-modal approach is able to retrieve complex concepts better than standards visual or 
semantical approaches taken separately. 
 

2. REGION EXTRACTION AND DESCRIPTION 
 
Satellite images are characterized by a great huge of content. The identification of the different regions located in 
remote sensing images is performed through the classical approach of image classification or cut it into 
overlapping patches. Clustering is a very hard task in the case of satellite images. Regions contours are never well 
defined especially for weak resolution images. So we decided to decompose satellite images into patches with size 
64x64 pixels. This size was chosen experimentally. Smaller areas will probably provide more homogeneous 
textures and therefore could be better for fine textures like forest, fields and sea. Larger areas allows to have better 
estimates when they cover homogeneous fields, they may also capture textures made of large grains (cities)  but 
increases the computational complexity for features. These patches are then used to compute visual features. 
Several recent studies and researches on features computation focused on the combination of global and fine local 
region description using points of interest. The main benefit of global approaches is that they can catch the global 
aspect of objects in images whereas points of interest [11] are located on parts of the image that have significant 
local photometric variation and are suitable to carry out salient details search. The visual feature that we used in 
our work is the Local Binary Pattern Correlogram (LBPC) that we introduced in [7]. The LBPC estimates a joint 
distribution of local and relational properties. The LBPC expresses how the spatial correlation of pairs of Local 
Binary Patterns [10] extracted around interest points changes with distance. The LBP feature performs well for 
local description around interest points. On the other hand, the correlogram [3] is good for global region 
description.  

 



3. VISUAL THESAURUS GENERATION 
 
Fauqueur and Boujemaa [2] introduced a new Query By Visual Thesaurus paradigm that enriches the Query By 
Visual Example by the creation of the”page zero”. This paradigm stipulates that if the user has forgotten his query 
image or simply has a vague idea about it, he can compose his query by selecting several visual patches on a 
Visual Thesaurus (VT). VT is then a new query alternative that overcomes the absence of starting example image 
and offers the possibility to combine multiple visual patches in order to retrieve the target mental image. The 
Visual Thesaurus is obtained by means of relational feature clustering [1].  Relational feature clustering 
algorithms propose an alternative to partition a set of images into clusters based on their visual feature similarity.  
It is a summary of all the regions in the database; each category contains similar regions according to low-level 
visual features. The Figure 1 shows an example of a visual database thesaurus (page zero) performed on the 
IKONA system [5]. 

 
Figure 1: Example of the visual thesaurus generation from our satellite image database. 

 
In this application, finding the optimum number of clusters (representing visual thesaurus) is not critical as long 
as it is large enough to avoid lumping different profiles into one cluster. Here, we report the results when C=200. 
After clustering, we obtained a set of 12 visual thesaurus representing different image regions. The urban region, 
for example, is represented with different spatial resolutions because it is very difficult to find a similarity 
between two urban regions with a large difference in spatial resolution (1m/pixel and 20m/pixel). 
 

4. MULTIMODAL SEARCH AND IMAGE ANNOTATION 
 
Image retrieval procedures can be divided into two approaches: text-based image retrieval and content-based 
image retrieval (CBIR) as we have seen in paragraph 2. In traditional text-based systems, images are manually 
annotated by human labelers and then searched using annotated keywords. The main disadvantage of traditional 
text based approach is that manually annotating large quantity of images is too tedious and time-consuming for 
common labelers.  Although CBIR has been extensively studied since 1990s, the semantic gap [6] between low-
level image features and high-level semantic concepts is still the key hindrance in the effectiveness of CBIR 
systems.   Given the drawbacks of the visual and textual approaches taken independently, it became necessary to 
combine these two approaches [4]. In this work, we target at the problem of bridging the semantic gap in content-
based image retrieval on satellite images. The multimodal research [9] uses conventional paradigms of queries by 
combining visual and textual information. This approach provides the user with new tools to explore an image.  
The user can perform his search by combining the text and the visual features into one feature.  The visual and 
textual signatures are used in a single representation. This is called early fusion.  
In this work, we target at the problem of bridging the semantic gap in content-based image retrieval on satellite 
images. The multimodal research uses conventional paradigms of queries by combining visual and textual 
information. This approach provides the user with new tools to explore an image. Therefore, content-based image 
retrieval has to be conducted with a unique feature composed by visual and textual features.  The image 
annotation is performed semi-automatically with a controlled vocabulary and based on a set of manually 
annotated images (train database). The strategy of semi-automatic image annotation is better than manual 
annotation in terms of efficiency and better than automatic annotation in terms of accuracy. 



 The image annotation was achieved by combining the analysis of visual content of these images and the 
manually annotated training database. The training database is composed by 6 keywords clusters: city, field, sea, 
desert, forest and cloud (data given by CNES). We selected these regions because they are the most representative 
regions in our database. Each class has 100 textures thus we have 600 samples. We tried to transfer the human 
expertise to our system through supervised learning algorithm, the Support Vector Machine [8] that can interpret 
the human decision and automates the annotation of satellite images. In SVM, given a set of labeled examples 
selected from a finite set, an inductive procedure builds a function that (hopefully) is able to map unseen instances 
to their appropriate classes.  The information provided by the visual descriptors and that provided by keywords 
are different and complementary. Visual information indicates the content of the image while the text information 
indicates the possible meanings for this content. In the annotation process, non labeled images are visually 
compared to the annotated images in order to obtain several annotations of visually similar images. For this 
purpose, we compute a set of low level features for the non annotated images. In our work, we set the visual 
feature as a concatenation of 7 color and texture features extracted from the IKONA system [5]. We tried to use 
the maximum of information to characterize the visual content of the non annotated images. We don’t care about 
the computation time because the annotation process is performed off-line. Afterwards, the same 7 features were 
computed on the training set. To transfer the annotations from the training set to the non annotated images, we 
used a multi-class support vector machine (SVM) [8]. 
 

5. EXPERIMENTS 
 
The objective of the present experiments was to evaluate the effectiveness of our proposed approach. The satellite 
image database is composed by about 50000 multispectral SPOT images with spatial resolutions ranging from 1m 
to 20m per pixel. First, each satellite image is decomposed into equal sized patches. Second, each region is 
characterized by the LBPC [7] texture feature. The total number of feature vectors representing all image regions 
was clustered using CARD [1] to extract the visual thesaurus. After extracting visual thesaurus, image regions 
will be annotated by keywords. A total of 6 words (city, field, sea, desert, forest and cloud) were used to annotate 
image regions. Each region was characterized by a total of 7 feature vectors from the IKONA system to enhance 
the annotation process. We exploit many global features and extract the most descriptive ones, which effectively 
capture the intensity, texture and color information from the satellite image content. All these visual descriptors 
are fused into one feature vector to annotate images by a multi-class SVM [8]. The textual feature set consists of a 
6-Dim vector that indicates the presence/absence of each keyword. Therefore, in this work, we present a content 
based satellite image retrieval system where images are described by 12 visual thesaurus and 6 keywords. The 
user can initiate his query by selecting a visual thesaurus, selecting a keyword or by combining the textual and the 
LBPC into one feature. Feature computation and image searching was performed on the IKONA system [5] as 
shown in Figure 2. 

               
Figure 2: Example of 2 queries. The first query (left image) is only using a visual approach. The second query 

(right image) is using the multimodal approach.  
 

Figure 2 shows 2 examples of queries on the IKONA system.  The first query is based only on the visual 
thesaurus. The second query uses the multimodal search with the keyword (ville). We can notice that in the 



second query, we can find images with different spatial and spectral resolutions (top left image). For example if 
the query is an urban area has spatial resolution 1m/pixel. It is very difficult with a visual feature to find result 
regions urban areas with spatial resolutions 10m/pixel or 20m/pixel. This was achieved by the use of the 
multimodal approach. The multimodal search allows a significant improvement in the quality of results. The 
performance was evaluated according to the averaged image retrieval accuracy versus a sequence of queries, 
which are applied in the following order: keyword, visual thesaurus and multimodal. The accuracy is defined as 
the ratio of relevant images in the top T retrieved images. The averaged accuracy is simply the average of the 
accuracies measured for the 1600 randomly selected test queries. The best retrieval accuracies were obtained by 
the multimodal approach. The obtained results showed that the multimodal approach outperforms the textual 
approach by 63% and outperforms the visual thesaurus approach by 71% in Mean Average Precision at top 160 
best results. So, we can conclude that the multimodal approach is better in retrieval accuracy than the visual and 
the textual approaches taken independently. 
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