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1. INTRODUCTION 

In this study, we propose a novel spatial information based support vector machine for hyperspectral image 

classification, named spatial-contextual semi-supervised support vector machine (SC3SVM). This approach 

modifies the SVM algorithm [1] for hyperspectral image classification by using the spectral and spatial-contextual 

information. The concept of SC3SVM is to utilize the information from the pixels of a neighborhood system in the 

spatial domain and a novel spatial-contextual term is applied to the constraint of the SC3SVM. We expect this 

novel SC3SVM to strengthen the capability for classifying the pixels, which come from different land-cover

classes but have very similar spectral properties [2].

2. METHODOLOGY 
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of labels. Support vector machine (SVM) is to find a separating hyperplane in the feature (Hilbert) space for a 

binary classification problem, therefore we assume }1,1{iy  of the pattern ix . Let ix  represent a local 

neighborhood system of the generic pixel ix  and ix  can be a first-order or second-order neighborhood system. 

The proposed SC3SVM is defined according to a learning process that is made up of three phases: i) learning 

supervised SVM to classify the image, ii) learning SC3SVM with both spectral and spatial-contextual information, 

iii) multiclass strategy of SC3SVM.

A. Phase 1: learning Supervised SVM to classify the image. 

The semi-labeled image is obtained by training a standard supervised SVM with the training set D . The 

soft-margin SVM algorithm is performed by the following corresponding dual Lagrange function to maximize is 

defined as: 
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where artificial variable s,i  are Lagrange multipliers corresponding to the training patterns ix . According to 

the Mercer’s theorem, we can substitute )*()(  with a kernel function *),( .

B. Phase 2 : Iterative SC3SVM learning 

We take into account the semi-labeled image of the neighborhood contextual patterns corresponding to their 

original pattern. We define the constrained minimization problem associated with the learning of SC3SVM as the 

following:
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where  is the parameter term that controls the influence of spectral information and spatial information. 
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yim x  is the spatial-contextual information. )(1
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yim x  represents the number of the 

neighbor pixels of ix  belongs to class 1and )(1
i

yim x  represents the number of the neighbor pixels of ix

belongs to class 1 . According to Lagrange theorem and Karush–Kuhn–Tucker conditions, the original 

constrained minimization problem can derive as a dual maximization problem: 
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Once i  ( ni ,,1 ) are determined, any generic pattern belonging to the investigated image can be classified 

according the following decision rule: 
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If 0)( newf x  then newx  should be assigned to class 1 . Conversely, the other will be assigned to class 1.



C. Multiclass strategy of SC3SVM

This study develops two multiclass strategies, one-against-all strategy (OAA) [4] and one-against-one strategy 

(OAO) [5] , for SC3SVM. In the OAA-base SC3SVM approach is to train the separability hyperplane of k-th class 

versus others. Hence, we can see k-th class as positive class ( 1) and the remaining classes will be see as 

negative class ( 1- ). In OAO-based SC3SVM approach is to train the separability hyperplane of the class 1c

(positive class, 1) versus 2c (negative class, 1- ), and it will ignore the other classes' information. When the 

neighborhoods of the training pattern not belong to these classes (class 1c  or 2c ), the spatial contextual 

information from these neighborhood pixels is ineffective, even make a misjudgment, in training process. 

Therefore, we ignore some spatial information of neighborhood pixels which not belong to this step of 

OAO-based SC3SVM learning. 

3. SOME EXPERIMENTAL RESULTS 

In this study, the hyperspectral image, Indian Pine site dataset (IPS), is applied to evaluate the performance of 

SC3SVM. There are 16 different land-cover classes available in the original ground-truth, and they are Alfalfa, 

Corn-notill, Corn-min, Corn, Hay-windowed, Grass/trees, Grass/pasture-mowed, Grass/pasture, Oats, 

Soybeans-notill, Soybeans-min, Soybeans-clean, Wheat, Woods, Bldg-Grass-Tree-Drives, Stone-steel towers. In 

our experiment, we have chosen randomly 10% of the samples for each class from the IPS reference data as 

training samples, which is the same method in [6], and we take the whole image as the testing set to evaluate the 

performances. For investigating the performances of the spatial-based classifier, we apply a reference algorithm (a 

spectral–spatial classification scheme, EM+SVM), proposed by [6], into our experiment. Finally, the spatial 

postregularization (PR) of classification map is performed in EM+SVM and SC3SVM, which presented and can 

find some details from [6]. Some results are shown in Table 1. Note that the best performances of each validation 

measures are highlighted in shadow cell.

Table 1. The overall accuracies, kappa coefficients, and average accuracies in percentage of the experimental 
classifiers for IPS dataset. 

Classifier Overall Accuracy (%) Kappa Coefficient (%) Average Accuracy (%) 

SVM_OAO 84.4 82.3 85.5 
SVM_OAA 86.5 84.6 83.8 

before PR 91.3 90.0 81.6 SVM+EM
after PR 92.8 91.8 82.5 

before PR 92.9 92.0 94.5 SC3SVM _OAO 
after PR 94.8 94.1 96.5

before PR 93.3 92.3 91.2 SC3SVM _OAA 
after PR 96.4 95.9 95.8 
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