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1. INTRODUCTION

The transformation of natural vegetation by practices such as deforestation, agricultural expansion and urbanization, has sig-

ni cant impacts on hydrology, ecosystems and climate [1]. Coarse resolution satellite data provide the only regional, spatial,

long-term and high temporal measurements for monitoring the earth’s surface. Automated land cover change detection at re-

gional or global scales, using hyper-temporal, coarse resolution satellite data has been a highly desired but elusive goal of

environmental remote sensing [2, 3].

A time series is a sequence of data points measured at successive time intervals. Time series analysis comprises methods

that attempt to understand the underlying force structuring the data, identifying patterns, detecting changes and clustering.

Subsequence clustering is performed on streaming time series that are extracted with a sliding window from an individual time

series [4]. A subsequence xp(t) for a given time series x(t) of length N , is given as

xp(t) =
[
x(tp) x(tp+1) . . . x(tp+Q)

]
, (1)

for 1 ≤ p ≤ N -Q+1, where Q is the length of the subsequence. The sequential extraction of subsequences in (1) is achieved

by using a temporal sliding window that has a length of Q and position p that is incremented with a natural number N to extract

sequential subsequences xp(t) from x(t). The signal processing and data mining communities have made wide use of the

clustering of subsequence time series, xp(t), that were extracted using a temporal sliding window. However, it has found very

limited applications on satellite time series data.

Recently the data mining community’s attention was brought to a fundamental limitation of clustering subsequences of a

time series that were extracted with a sliding window [4]. The sliding window causes clustering algorithms to form sine wave

cluster centers regardless of the data set, and clearly makes it impossible to distinguish one dataset’s clusters from another.

This is due to the fact that each data point within the sliding window contributes to the overall shape of the cluster center as the

window moves through the time series [4]. This limitation was illustrated by using data sets from various elds, i.e. stockmarket

and a random walk data sets. Keogh and Lin [4] demonstrated a tentative solution that would not suffer from the afore-

mentioned limitation when the procedure was applied to a periodic data set and the sliding window position p was incremented
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by the exact length of the periodic cycle. Since remote sensing time series data has a very strong periodic component due to

seasonal vegetation dynamics, the extracted sequential time series could potentially be processed to yield usable features. These

features could enable effective subsequence clustering and potentially be used for change detection.

Land cover change in context is de ned here as the assignment of subsequences that are extracted from a time series that

transition from one cluster to a different cluster and remains there for the rest of the time series.

The objective of this paper is to introduce the concept of unsupervised land cover change detection algorithm that operates

on a temporal sliding window of MODIS time series data that uses a feature extraction method that does not suffer from the

limitation shown by Keogh and Lin [4]. Two well-known unsupervised clustering techniques were used within a land cover

change detection algorithm and were evaluated speci cally on new settlement development, both real and simulated land cover

change, using the 8-day composite MODIS land surface re ectance data product.

2. METHODOLOGY

2.1. Study Areas

The area of interest was the Limpopo province which is situated in the northern part of South Africa. The province is still

largely covered by natural vegetation used as grazing for cattle and wildlife. The development of settlements is one of the most

pervasive forms of land cover change in South Africa. The area within the province was selected where settlements and natural

vegetation occur in close proximity to ensure that the rainfall, soil type and local climate were similar over both land cover

types. The selected areas of interest in the study area is composed of 433.75km2 of natural vegetation and 374.25km2 of human

settlements.

2.2. Feature extraction - Subsequence Time Series

In this section a method is shown that will create usable features from time series xp(t) extracted from MODIS data. The xed

acquisition rate of the MODIS product and the seasonality of the vegetation in the study area makes for an annual periodic

signal x(t) that has a phase offset that is correlated with rainfall seasonality and vegetation phenology. The Fast Fourier Trans-

form (FFT) of xp(t) was computed, which decomposes the time sequence’s values into components of different frequencies

with phase offsets. Because the time series xp(t) is annually periodic, this would translate into frequency components in the

frequency spectrum that have xed positions. This can be viewed as a xed location for each of the features for the clustering

algorithm in the feature space regardless of the sliding window position in time, which overcomes the main disadvantage to

a sliding window [4]. Because of the seasonal attribute typically associated with MODIS time series and the slow temporal

variation relative to the acquisition interval, the rst few FFT components dominate the frequency spectrum.

Keogh and Lin [4] suggested that the sliding window position p should be shifted by a complete periodic cycle [4], but by

computing the magnitude of all the FFT components removes the phase offset, which makes it possible to compensate for both

the restrictive position p of the sliding window and the rainfall seasonality. The features Xp(f) for the clustering method were

extracted from the sliding window xp(t) by the methodology discussed above as

Xp(f) = | F(xp(t) ) |, (2)

where F(·) is the FFT function. The mean and annual FFT components from (2) were considered as it was shown in [5] that

considerable class separation can be achieved from these components.



2.3. Unsupervised change detection

The clustering method was required to process subsequences of time series data and detect land cover change as a function of

time. Land cover change is declared when consecutive subsequences that are extracted from one MODIS time series, transitions

from one cluster to another cluster and remains in the new assigned cluster for the rest of the time series. The temporal sliding

window was designed to operate on a subsequence of the time series to extract information from two spectral bands from the

MODIS product. These features were analyzed with two different clustering techniques: Ward and K-means.

3. CONCLUSIONS

In this paper, a method for unsupervised land cover change detection incorporating a temporal sliding window, operating on

MODIS time series data was demonstrated. The unsupervised approaches reported true positive measurements of higher than

70.5% on all simulated land cover change using cross validation. The results for the detection of simulated land cover change

was compared to real mapped settlement development and a true positive accuracy of 76.12% was achieved. The difference in

change detection accuracy between the real and simulated land cover change were still acceptably close in these experiments,

even though only a limited number of real land coversion examples were available.

Since the MODIS time series has a very strong periodic component due to seasonal vegetation growth, it provides the remote

sensing community with a special type of data which, if processed correctly, is immune to the limitation pointed out by Keogh

and Lin [4]. This is mainly due to the extraction process which produced a short-term FFT that xed the features’ positions,

which allows the features to be analyzed and permits the temporal sliding window to be moved at any time increment. This

should rekindle the remote sensing community’s quest for automated change detection using time series as it allows them to

use many different types of algorithms and methodologies on sequential time series extracted from satellite data.
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