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Verification and validation (V&V) of geospatial image processing and analysis algorithms is a difficult task 

and is becoming increasingly important. The amounts and types of imagery produced by existing geospatial 

sensors readily overwhelm the abilities of human analysts, and future sensing capabilities will add to the 

torrent of data. Moreover, geospatial image analysis is increasingly called upon to answer very complex 

questions. For example, consider problems such as detecting nuclear proliferation activities, or performing 

time-dependent environmental characterizations. Analysis of complex spatio-temporal problems such as these 

typically requires large quantities of multi-modal imagery collected over long periods of time. As the 

sophistication, automation, and scope of geospatial image analysis increases, so does the need to verify and 

validate the performance of the underlying algorithms.  

In this paper, we present a rigorous methodological basis for V&V of algorithms designed to process complex 

geospatial imagery. We begin by surveying the state-of-the-art in methodologies for algorithm verification 

and validation and argue that these approaches are not well suited for V&V of algorithms that process 

geospatial imagery. We then describe an approach employing a domain-specific ontology to frame the 

proposed V&V methodology. The ontology, as an interpretive conceptual basis for geospatial analysis, 

provides definitions of objects, relationships between objects, and similar attributes. Using the ontology, 

benchmark imagery is produced for three purposes: algorithm verification, calibration and validation. We 

describe a process by which validation proceeds through objectively comparing benchmark imagery with 

algorithm results. We conclude the paper by applying the proposed V&V technique in two different, complex, 

spatio-temporal analysis problems, and discussing the specifics of how our novel method may be applied 

more generally to the V&V of other geospatial image algorithms.  

CURRENT APPROACHES TO V&V OF GEOSPATIAL IMAGE ANALYSIS ALGORITHMS 

There currently exist a number of V&V principles, conceptual frameworks, and guidance. Verification is 

defined as the process of evaluating an algorithm to determine if it has been correctly implemented in 

software. Validation is defined as the process of evaluating an algorithm to determine if it satisfies specific 

requirements, or, more generally, to determine if it is the “correct” algorithm for the intended applications. 

The broadest scope V&V frameworks are probably those of IEEE [1], which is heavily software centric, and 

the Department of Defense Modeling and Simulation Coordination Office (MSCO) [2], which has a huge 



modeling and simulation scope including individual, organizational and social models, war games, and so on. 

AIAA and ASME have developed guidance and frameworks specific to the needs and requirements of 

computational physics and engineering [3, 4]. The formal V&V program associated with the DOE NNSA 

Advanced Simulation and Computing (ASC) program directly targets large-scale computational physics and 

engineering [5].  There have also been publications related to the V&V of image processing algorithms [6]. 

Also of interest are on-line algorithm competitions and de facto standard sets of test imagery, although these 

are not necessarily assembled specifically for the purpose of assessing geospatial algorithms (see, for 

example, the Caltech 101 image benchmark suite [7], and the Overhead Imagery Research Data Set (OIRDS) 

[8]). Note that datasets such as these have been found to lack necessary qualities of V&V data [9].  

While the aforementioned frameworks have important commonalities, which we address in the paper, we 

emphasize that they do not encompass important geospatial algorithm V&V issues. The very broad V&V 

frameworks of IEEE and MSCO, having their centers-of-gravity on software assessment, do not address the 

range of complexities that arise when validation benchmarks are defined by physical observational data. V&V 

guidance from ASME, AIAA and ASC all acknowledges specific difficulties associated with observational 

data, and significant complexities are introduced in their frameworks to respond to the intricacies of 

observation-based validation procedures. However, ultimately observation-based validation is highly subject 

matter (domain) specific. Therefore, while we generally apply principles identified by ASME, AIAA and 

ASC, for our consideration of validation, the devil remains in the details of the differences between geospatial 

analysis and computational fluid or solid mechanics. Dealing with these differences is the essential novelty of 

our endeavor.  

PROPOSED APPROACH TO V&V OF GEOSPATIAL IMAGE ANALYSIS ALGORITHMS 

A comprehensive methodology for V&V of geospatial image algorithms should contain the following 

attributes: 1) precisely defined types and quantities of geospatial benchmarks required for V&V; 2) 

specification of the kinds and degree of geospatial benchmark variability; 3) quantitative methods for 

comparing and summarizing geospatial benchmarks with algorithm outputs; 4) methods for determining if the 

accuracy achieved meets the application requirements for the algorithm; 5) quantitative measures of usability 

and end-user needs; and 6) procedures for quantifying and tracking uncertainties throughout the entire V&V 

process. Note that we use the word “benchmark” to refer to “reference data.” The former term is common in 

V&V related literature, while the latter term is used in geographic information systems.  Also note that in this 

paper we will generally to refer to “V&V,” but the reader should understand that our emphasis is validation. 

Our approach to V&V of geospatial image processing and analysis algorithms begins with an application-

specific ontology.  An ontology provides an agreed upon conceptualization of reality for a particular domain.  

It is used as a guide to define objects, and their spatial and temporal interrelationships, which comprise the 



scenes and scenarios captured by the benchmark imagery. Additionally, it describes the variability of scene 

content (e.g., different types of objects, their characteristics and positions, atmospheric conditions, sensor 

attributes, etc.) required for comprehensive V&V.  The ontology has a fundamental role in defining 

observational validation benchmarks as well as in assessment of algorithm-to-benchmark comparisons. In 

fact, the validity of the underlying ontology becomes an additional factor in the overall V&V assessment, 

which further complicates the goals, conduct, and outcomes of geospatial algorithm validation. The role of 

ontology in the V&V of geospatial image analysis algorithms is novel. We will discuss this issue in greater 

detail in the paper, but we observe that “validity” of the underlying ontology is an epistemic uncertainty for 

the overall V&V process. 

We have defined a conceptual model, or process, for V&V of geospatial algorithms, with explicit emphasis on 

validation. The major elements of this process, in the sequential order of their application, are: (1) 

specification of the geospatial analysis algorithm that is the target of validation, with its precisely defined 

application requirements; (2) the reference imagery (benchmark) defining specific validation tests; (3) 

quantitative methods for determining the difference between algorithm and benchmarks; and (4) validation 

adequacy assessment of the algorithm-benchmark differences. There are feedbacks in this process that we will 

discuss in the paper. The aforementioned ontology is used to drive selection or generation of benchmark 

imagery. Benchmarks are assigned the role of “ground truth” in this process and must be very carefully 

selected. These process components are intensely domain specific. Their specific form and application for 

geospatial processing algorithms is the key difference in our work from existing guidance. Creation of 

benchmark imagery can be accomplished in a number of ways, including observational collection, image 

composition, and image synthesis as potential methods. The comparison of algorithms and benchmarks 

concentrates on one or more quantities, characteristics or features which can be rigorously compared, and are 

referred to as System Response Quantities (SRQs). We call the rigorous quantitative techniques for comparing 

algorithm and benchmark SRQs Validation Metrics. The design of these metrics is at the heart of the technical 

validation challenges in this process and influences the design of effective validation tests. Finally, adequacy 

assessment eventually leads to an exit from the V&V process, and on to operational application of the method 

or tool. 

In the paper we illustrate the V&V process on algorithms designed to process imagery related to two specific 

scenarios. In the first example, we consider a simple nuclear proliferation scenario where a pattern of shifting 

of barrels in a facility indicates a proliferation activity. In the second example, we consider a scenario of 

illegal manufacturing of a particular type of semiconductor chip. These scenarios involve several types of 

algorithms, ranging from image registration, to feature extraction and pattern analysis, and finally to 

extraction of semantic content. The V&V process is described for individual algorithms as well as the entire 



processing chains. By comparing and contrasting the two scenarios, we demonstrate the generality of our 

V&V process. We conclude the paper with a discussion of how the V&V process can be applied to geospatial 

image processing and analysis algorithms, specifically imagery change and anomaly detection algorithms, and 

directions for further research.   
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